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1. Optimization problem 2. Artificial Intelligence:

Generative model

Quantum processor should 

return only the correct answer
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The process freezes

When the thermal fluctuations dominate the 
process (high 𝑇):

𝑃 𝑠𝑝𝑖𝑛 𝑓𝑙𝑖𝑝 ∼ 𝑒−𝛿𝑈/𝑘𝐵𝑇

When 𝛿𝑈 ≫ 𝑘𝐵𝑇 thermal fluctuations stop.

Quantum tunnelling probability depends on 
the energy barriers. Not on 𝑇.
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Operating temperature of a D-Wave QPU



Boltzmann Machine

L o r e n z o  R o c u t t o

A  n a t i v e  n e u r a l n e t w o r k  f o r  q u a n t u m  a n n e a l e r s



• We hypothesize the existence of a conditioned probability distribution in the data

• The Boltzmann Machine tries to mimic that distribution to reconstruct missing data

Applying a ML model



A well known generative model

Boltzmann
Machine

Boltzmann
Machine

TRAINING

EXPLOITATION



RBMs can solve many problems

Possible Applications:

• Recommendation systems,

• Network Anomaly Detection,

• Fraud detection,

• Quantum tomography,

• …

the computational cost is high…

30 Dec, 2015

2007

13 Mar, 2019



Classical RBM

A 2 layer Neural Network.

Units assume values in {0; 1}

Visible

Hidden

Input and
output

Latent
variables{0,1} {0,1} {0,1}

{0,1} {0,1} {0,1} {0,1}
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Energy model
Biases Weights

ℎ1 ℎ2 ℎ3

𝑣1 𝑣2 𝑣3 𝑣4

Biases

Biases

Weights Weights and 
biases must be 
trained

Boltzmann Distribution

G. E. Hinton, A 
practical guide to 
training restricted 
boltzmann
machines, in Neural 
networks: Tricks of 
the trade, Springer, 
2012, pp. 599– 619



Sampling from the RBM

Gibbs Sampling

Ackley, D. H., Hinton, G. E. & Sejnowski, T. J. A learning algorithm for boltzmann machines, Cognitive science 9, 147–169 (1985)

If I have I can make the update

The state of the visible units
𝑝 ℎ𝑗 = 1 𝒗 = 𝜎 𝑏𝑗 +෍

𝑖

𝑤𝑖𝑗𝑣𝑖

The state of the hidden units
𝑝 𝑣𝑖 = 1 𝒉 = 𝜎 𝑎𝑖 +෍

𝑗

𝑤𝑖𝑗ℎ𝑗

Reminder: 

𝜎 𝑥 =
𝑒𝑥

1 + 𝑒𝑥
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Hard part of training

HARD
𝟐𝑵 elements

Gibbs Sampling

Ackley, Hinton, 
Sejnowski, A learning 
algorithm for 
boltzmann machines

EASY



Hard part of training

Gibbs Sampling

Problems:
Does not follow the gradient of any function;    Works bad for non bipartite graphs

I. Sutskever and T. Tieleman, On the convergence properties of contrastive divergence, in Proceedings of the 
thirteenth international conference on artificial intelligence and statistics, 2010, pp. 789–795.



Looking for a better sampling method

How does an AQC work?

On the Challenges of Physical 
Implementations of RBMs 

V. Domoulin et al. – 2014

Proposal of AQCs as physical 
implementations of RBMs

DWave 2000QTM System chip



AQC and RBM



AQC and RBM

‘‘Biases’’‘‘Weights’’



The quantum breakthrough

Each sample is

produced in a 

single annealing

cycle



The quantum breakthrough



Development of Quantum RBMs on AQCs

• On the Challenges of Physical 
Implementations of RBMs – V. Domouli, I. J. 
Goodfellow, A. Courville, and Y. Bengio– 2014

• Application of Quantum Annealing to Training 
of Deep Neural Networks - H. Adachi, P. 
Henderson – 2015

• Estimation of effective temperatures in 
quantum annealers for sampling applications: 
A case study with possible applications in 
deep learning – M. Benedetti,…,Perdomo-
Ortiz– 2016

• Proposal of AQCs as physical 
implementations of RBMs

• D-Wave devices produce 
correctly distributed samples

• Temperature estimation 
advances RBMs implementation 
on AQCs
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Limitations of the hardware

• High impact:
• Low connectivity

• Low impact:
• Parameters noise
• Constraints on the 

parameters

V. Dumoulin, I. J. Goodfellow, A. Courville, and Y. Bengio, On the challenges of physical implementations of rbms, in 
Twenty-Eighth AAAI Conference on Artificial Intelligence, 2014

Couplers:

Chimera 6
Pegasus 15



The actual implementation

Classical learning

Best quantum learning

DATASET



One of the main hardware limits

Many problems can not be 
implemented on the hardware graph

The problem can be overcome using
embbedding techniques



Embedding techniques

𝑞1

𝑞2 𝑞3

𝑞1𝑎

𝑞2 𝑞3

𝑞1𝑏

Coupler current ≪ 𝟎

VIRTUAL QUBITPHYSICAL QUBIT



Embedding a complete RBM

Rocutto, Lorenzo, 
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Enrico Prati. Quantum 

Semantic Learning by 

Reverse Annealing of 

an Adiabatic Quantum 

Computer. Advanced 

Quantum Technologies
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Highly connected RBM

Complete 16x16 RBM Sparse 16x16 RBM, REF



Visualizing Boltzmann Distribution

Orange:

Theoretical Boltzmann 
distribution of the RBM 
functional at T=1 

Blue: 

actual distribution extracted
from the DWave annealer



An unfair Benchmark

RBM BM



Matrix factorization

L o r e n z o  R o c u t t o

F o c u s  o n  i t s a p p l i c a t i o n i n  M a c h i n e  L e a r n i n g



×

Constrained to binary values

𝑊:
basis of the decomposition

𝐻:

compressed dataset

𝑉:

original dataset

∼

Dimensionality reduction

Minimize  𝑒𝑟𝑟𝑜𝑟 = 𝑉 − 𝑊 × 𝐻

Learning is easier the smaller are the data in the dataset
We want to compress the data losing the least information possible



Application in face recognition

Original Image

Reconstruction

«Base» 
images, 
features
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Application as a recommendation system

Extracted from Andrea Skolik contribution to Qubits 2019, to be found at https://www.dwavesys.com/qubits-europe-2019 



• data of 47819 car purchases
• data includes color packages, 

accessories, …
• one-hot encoded categorical 

features
• turned them into “user ratings”
• 0: no purchase, 1: purchase



𝑚

𝑛

𝑉

=

𝑉 = 𝑊 ×𝐻

Non finita

×

1 0 0

0 0 1

1 0 0

0 1 0

0 1 1

0.1 0.2 0.3 0.0 0.1

0.0 0.3 0.7 0.2 0.2

0.1 0.5 0.8 0.6 0.4=



How to actually use a quantum annealer



Leap plaftorm

Please note:

CINECA is currently distributing
computational time to be used
on the D-Wave Leap platform!

Go to: https://cloud.dwavesys.com/leap/login/



Install ocean sdk

Insert your token shown
on you Leap Home Page



Install ocean sdk

You find it right here



Coding
Go to: https://cloud.dwavesys.com/leap/resources#additional-
resources

Then click on «jupyter notebooks»

I will show you a simple
example that you can later
run with your token

https://cloud.dwavesys.com/leap/resources#additional-resources

