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0. Quantum Annealing



Quantum Annealing

Initial Hamiltonian:

Final Hamiltonian:



Quantum Annealing



D-Wave Quantum Annealer

Two Annealers devices:

- 2000 qubits

- 5000 qubits

Superconducting Circuits



The building blocks of the D-wave architecture are the Chimera or Pegasus Graphs

D-Wave Architecture



Minor Embedding

Logical Ising (or QUBO) problem Embedded problem
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2. Unsupervised Learning



The algorithm is provided with 

an unlabelled dataset with the 

goal of finding patterns and 

structures without any prior 

experience of the problem. 

A standard examples of unsupervised learning task is clustering where 

data-points in the form of multidimensional vector are assigned labels 

and grouped in such a way to minimize within-group distance while 

maximizing the margin between different classes.

Unsupervised Learning



K-means Clustering



K-Means Clustering



K-Means Clustering



The algorithm at first randomly select k centroids and then follows an iterative procedure that alternates between two steps. 

Repeated until
convergence

The algorithm does not guarantee a convergence to a global 
optimum but towards a local minimum 

Moreover the overall performance is largely affected by the 
initial choice of the centroids.

From the complexity point of view, finding the optimal 
solution for the k-means clustering problem is NP-hard in 

the Euclidean space

• An assignment step where each vector is assigned to the 
cluster whose centroid has the least squared Euclidean 
distance. 

• An updating step where it is calculated the new centroids of 
the vectors in the new clusters.

Let’s try to formulate the 
clustering problem as a 

combinatorial optimization 
problem that we can address 

with Quantum Annealing 

K-Means Clustering



Quantum Annealing for Clustering



Since every vector 𝑥𝑖 must be associated to a single class, this means that

Quantum Annealing for Clustering



+

Quantum Annealing for Clustering



The QUBO associated to the clustering problem is therefore

where parameter λ was inserted to modulate the strength of the first term, which represent 
the hard constraint of the problem.

Quantum Annealing for Clustering



Minimum Spanning Tree Clustering



Intro to the Minimum Spanning Tree problem

The Minimum Spanning Tree (MST)
problem aims at finding a subgraph 
T of G such that: it does not contain 
cycles (i.e. T is a tree), it touches all 
the n vertices of G and it minimizes 

the sum overall edge weights.

Minimum Spanning Tree Clustering



If the number of clusters k is 

known in advance, the 

algorithm sorts the edges of 

the MST in descending

order and remove the (k-1) 

edges with heaviest weights

The algorithm computes the 
MST of the weighted graph G.

Minimum Spanning Tree Clustering



Delta Degree Minimum Spanning is NP-hard

Let’s try to formulate the Delta Degree Minimum Spanning 

Tree clustering problem as a combinatorial optimization 

problem that we can address with Quantum Annealing 

Minimum Spanning Tree Clustering



Quantum Annealing for MST Clustering



Quantum Annealing for MST Clustering



Quantum Annealing for MST Clustering



Quantum Annealing for MST Clustering



Quantum Annealing for MST Clustering



Delta Degree constraint

Parameter Setting

Quantum Annealing for MST Clustering



3. Supervised Learning



It is given an ensemble of 

labelled data points usually 

called training set. 

The learning algorithm has the 

task to induce a classifier from 

these labelled samples. 

The classifier is a function that 

allocate labels to inputs, 

including those that are out of the 

training set which have never been 

previously analyzed by the 

algorithm.

• Classification

• Regression

Supervised Learning



Kernel methods and SVMs



Support Vector Machine (SVM)



Kernel Methods



Graph Edit Distance



Graph Edit Distance



Quantum Annealing for GED



Let’s try to calculate GED as the output of a  

combinatorial optimization problem that we can 

address with Quantum Annealing 

Quantum Annealing for Graph Edit Distance



Quantum Annealing for Graph Edit Distance



Quantum Annealing for Graph Edit Distance



Try on the real D-Wave hardware

D-Wave access:

https://cloud.dwavesys.com/leap/

(free 1 min / month)

D-Wave Software Documentation:

https://docs.ocean.dwavesys.com/en/stable/index.html

https://cloud.dwavesys.com/leap/
https://docs.ocean.dwavesys.com/en/stable/index.html


CINECA: Italian HPC center

CINECA Quantum Computing Lab:

- Research with Universities, Industries and QC startups

- Internship programs, Courses and Conference (HPCQC) r.mengoni@cineca.it

https://www.quantumcomputinglab.cineca.it

Quantum Computing @ CINECA

mailto:r.mengoni@cineca.it
https://www.quantumcomputinglab.cineca.it/it/

